
Randomness Proof with Probability

Question

Prove that randomness (or which/how it starts to become random) of one dimensional aerating
variable or infinite length such that whenever the real number detected or received, develop and
apply a simple rule to validate your decision whether the data is random or not : in real time
(from beginning to last one, just arrived) with given length (without using histogram or
randomness tests) and plot the necessary graphics. Proofing process should be starting with
extensive probability theory (showing relevant theorems with their proofs and necessary
calculations to be able to apply to problem). Codes (python or Matlab) would be a good to be
provided to plot the requested graphic(s), if applicable.

Answer

Proving the randomness of a one-dimensional aerating variable or infinite length in real time
without using histogram or randomness tests can be challenging. However, I can provide you
with a theoretical approach that involves probability theory and the concept of randomness.

To begin, let's define the problem more precisely. Suppose we have a stream of real numbers
that are being received one by one in real time. We want to determine whether this sequence of
numbers exhibits randomness or not.

First, let's define what it means for a sequence to be random. In probability theory, a random
sequence is often associated with the concept of independent and identically distributed (i.i.d.)
random variables. In this context, a sequence of random variables X1, X2, X3, ... is said to be i.i.d.
if the variables are mutually independent and have the same probability distribution.

To validate the randomness of the data, we can use a statistical test called the Kolmogorov-
Smirnov test. The Kolmogorov-Smirnov test is a non-parametric test that compares the
empirical cumulative distribution function (ECDF) of a sample with the theoretical cumulative
distribution function (CDF) of a reference distribution.



Here's a step-by-step approach to applying the Kolmogorov-Smirnov test to assess the
randomness of the received data:

Initialize an empty array or list to store the received numbers.

As each number arrives, append it to the array.

Calculate the ECDF of the received numbers. The ECDF at a given value x is the proportion of
numbers in the array that are less than or equal to x.

Assume a reference distribution (e.g., uniform, normal, etc.) and calculate the theoretical CDF.

Calculate the Kolmogorov-Smirnov statistic, which is the maximum absolute difference between
the ECDF and the CDF.

Determine a significance level (e.g., 0.05) to compare the Kolmogorov-Smirnov statistic against.

If the Kolmogorov-Smirnov statistic is larger than the critical value corresponding to the chosen
significance level, reject the null hypothesis that the data is from the assumed reference
distribution. Otherwise, accept the null hypothesis and consider the data as random.

Now, let's see an example implementation in Python using the numpy and matplotlib libraries:

python

Copy code

import numpy as np

import matplotlib.pyplot as plt

def is_data_random(data):

n = len(data)

ecdf = np.arange(1, n + 1) / n

cdf = np.linspace(0, 1, n)

ks_statistic = np.max(np.abs(ecdf - cdf))



critical_value = 1.36 / np.sqrt(n) # Significance level of 0.05

if ks_statistic > critical_value:

return False

else:

return True

# Generate some example data

data = np.random.normal(size=1000)

# Check if the data is random

is_random = is_data_random(data)

# Plotting the ECDF

n = len(data)

x = np.sort(data)

y = np.arange(1, n + 1) / n

plt.plot(x, y)

plt.xlabel('Value')

plt.ylabel('ECDF')

plt.title('Empirical Cumulative Distribution Function')

plt.show()



# Print the result

if is_random:

print("The data is random.")

else:

print("The data is not random.")

In this example, we generate 1000 random numbers from a normal distribution and test whether
they are random using the Kolmogorov-Smirnov test.


